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The number of datasets is steadily rising, making it increasingly difficult for researchers and practitioners in the various scientific disciplines to be aware of all datasets, particularly of the most relevant datasets for a given research problem. To this end, dataset search engines have been proposed. However, they are based on the users' keywords and thus have difficulties in determining precisely fitting datasets for complex research problems. In this paper, we propose the system at http://data-hunter.io that recommends suitable datasets to users based on given research problem descriptions. It is based on fastText for the text representation and text classification, the Data Set Knowledge Graph (DSKG) with metadata about almost 1,700 unique datasets, as well as 88,000 paper abstracts as research problem descriptions for training the model. Overall, our system demonstrates that recommending datasets facilitates data provisioning and reuse according to the FAIR principles and that dataset recommendation is a promising future research direction.

1 INTRODUCTION

The number of available datasets in the various scientific fields has grown vastly and is continuously on the rise [10]. For instance, OpenAIRE [12] contains the metadata of more than 23,000 datasets. Several hundred datasets are listed for machine learning tasks on Wikipedia.¹ In recent years, large national and international initiatives, such as the German national research data infrastructure (NFDI) and the initiatives around the FAIR data principles [17], have been established to foster the reuse of datasets [10]. In the process of accessing and reusing datasets from repositories, one of the most challenging tasks is to identify the most relevant datasets [13]. Dataset search engines, such as Google Dataset Search [3] and Zenodo search,² are prominent assistance tools in this regard. They help users retrieve the most relevant datasets for their research problem. However, existing dataset search engines using the datasets' metadata are limited in their applicability [5]. Apart from the fact that search engines relying on the metadata depend on the accuracy and maintenance of the metadata [4], existing dataset search engines are not suitable for the user’s very specific and comprehensive information needs [5] (see the example queries in Table 1). Chen et al. [5] found that real data needs are most often formulated as phrases and not as keywords. The latter case constitutes only 32% of the investigated queries.

¹https://en.wikipedia.org/wiki/List_of_datasets_for_machine-learning_research
²https://zenodo.org/
Table 1. Example dataset recommendations.

<table>
<thead>
<tr>
<th>Input text (e.g., paper abstract without dataset mentions)</th>
<th>Rec. datasets</th>
</tr>
</thead>
<tbody>
<tr>
<td>This paper presents an algorithm for tagging words whose part-of-speech properties are unknown. Unlike previous work, the algorithm categorizes word tokens in context instead of word types.</td>
<td>Brown Corpus</td>
</tr>
<tr>
<td>Given a set of images with related captions, our goal is to show how visual features can improve the accuracy of unsupervised word sense disambiguation when the textual context is very small, as this sort of data is common in news and social media. We extend previous work in unsupervised text-only disambiguation with methods that integrate text and images. [...]</td>
<td>ImageNet, SemCor</td>
</tr>
</tbody>
</table>

Overall, and to the best of our knowledge, systems beyond keyword search for retrieving relevant datasets for a given research problem are still missing.

In this paper, we propose a publicly available system for dataset search that is not based on keywords or faceted search; instead, the recommendation algorithm relies on a text classification model that predicts relevant datasets for a user’s input. The user input is a text that describes the research that the user plans to conduct (see Table 1). A classifier predicts all relevant datasets indexed in a given repository based on the entered text. The hypothesis is that the quality of the dataset search can be considerably improved when using a rich formulation of the research problem in natural language, rather than relying purely on isolated keywords or attributes. Our system is available online at http://data-hunter.io. The source code of the frontend and backend and a video showing the main system features is available online at https://github.com/michaelfaerber/datahunter.

2 APPROACH

We model the dataset recommendation as a supervised multi-class, multi-label text classification, as for each input text, one or more datasets might be relevant. We differentiate between the following steps.

Text Preprocessing. We consider several text representation methods: (1) tfidf; (2) doc2vec [16], a way of representing an entire document; (3) fastText embeddings [2] as high quality pretrained word and phrase representations achieving or even outperforming state-of-the-art results on various tasks [15]; (4) SciBERT embeddings [1] as a widely used language model based on BERT and trained on scientific texts; and (5) Transformer-XL embeddings [6], based on the self-attention model Transformer-XL that models longer-term dependency. In experiments [8], we identified fastText as text representation method that achieves a high effectiveness and efficiency in user studies and that results in more recommended datasets than other representation methods. Thus, we use it in our online demonstration system.

Text Classification. In preliminary research [8], we implemented several text classification methods combined with text representation methods: (1) classification based on tfidf similarity; (2) classification based on the BM25 score; (3) random forest; (4) logistic regression; (5) Gaussian, multinomial and complement naïve Bayes; (6) convolutional neural network (CNN); (7) recurrent neural networks (Simple RNN, LSTM and BiLSTM); (8) CNN-LSTM [18]; (9) fastText classification [9]; and (10) finetuned SciBERT with subsequent classification layer [1, 11]. Based on our evaluation [8] and our findings concerning text representation, we choose fastText classification for our running system.

Ranking. The recommended datasets are ranked by their confidence scores.
Table 2. Dataset attributes with filling degree in the Data Set Knowledge Graph (DSKG) [14].

<table>
<thead>
<tr>
<th>Dataset attribute</th>
<th>Filling degree</th>
</tr>
</thead>
<tbody>
<tr>
<td>Title</td>
<td>100.0%</td>
</tr>
<tr>
<td>Source</td>
<td>100.0%</td>
</tr>
<tr>
<td>Description</td>
<td>99.9%</td>
</tr>
<tr>
<td>Link to dataset</td>
<td>78.7%</td>
</tr>
<tr>
<td>Topic</td>
<td>76.5%</td>
</tr>
<tr>
<td>Date of last modification</td>
<td>71.2%</td>
</tr>
<tr>
<td>Size (in byte)</td>
<td>28.1%</td>
</tr>
<tr>
<td>Date of issue</td>
<td>20.7%</td>
</tr>
<tr>
<td>Identifier</td>
<td>18.2%</td>
</tr>
<tr>
<td>Language</td>
<td>17.8%</td>
</tr>
<tr>
<td>Data format</td>
<td>13.2%</td>
</tr>
<tr>
<td>Format</td>
<td>13.2%</td>
</tr>
<tr>
<td>Access rights</td>
<td>12.9%</td>
</tr>
</tbody>
</table>

3 SYSTEM

3.1 Data

Dataset collection. As a database for datasets, we use the Data Set Knowledge Graph (DSKG) [14]. This up-to-date collection, containing the dataset attributes listed in Table 2, is based on dataset entries in Wikidata and OpenAIRE. It is characterized by rich and highly accurate metadata. Specifically, it contains dataset attribute information, such as the title, description, topic assignment, date of issue, date of last modification, language, access rights, data format, and size. Detailed information about the DSKG is given in [14]. One of the peculiarities of the DSKG is that all modeled datasets are linked to scientific publications in which they are mentioned. Specifically, the datasets are linked to the Microsoft Academic Knowledge Graph [7], containing the metadata of 240 million publications. We can use this fact to display detailed information about publications that mention or even use the recommended datasets. This might help users to choose appropriate datasets. We focus on computer science, resulting in a set of 1,691 unique datasets.

Scientific problem descriptions. To train and evaluate our recommendation model, the datasets need to be linked to textual problem descriptions. Since pure research problem descriptions are not available to a large extent, we use paper abstracts from given scientific papers that contain the given datasets as in-text mentions.³ Paper abstracts are very similar to problem descriptions as they both summarize in a few sentences the examined task for which a dataset has been used or will be used. Specifically, we use the 88,047 paper abstracts from the Microsoft Academic Graph that reference the datasets in our collection. Most of the paper abstracts (85 %) reference only one dataset in our collection. Each abstract references at most 20 different datasets.

3.2 Implementation and User Interface

The backend is implemented in Python and uses SQLite. For the frontend, we use Django.

Figure 1 shows the user interface of our system with dataset summaries of the recommended datasets as output. A dataset summary consists of the dataset’s title as well as the dataset’s attributes (e.g., source, date of last modification, language, download link), as far as available. Given the links to papers modeled in the Microsoft Academic Knowledge Graph, in which the datasets are mentioned, we provide the links to the five papers with the highest citation count.

³The dataset mentions were removed for the training for better generalization.
CONCLUSION

In this paper, we developed a dataset recommender system that uses text classification to predict relevant datasets for given scientific problem descriptions. We considered several state-of-the-art classification models combined with text representation methods and use fastText for the final text representation and text classification. Overall, this paper shows how researchers and practitioners can be assisted when searching for data sets, facilitating data provisioning and reuse according to the FAIR principles.
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