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What is the topic?  

Citation recommendation refers 
to the task of recommending publi-
cations as citations for a given text 
(e.g., a sentence; see figure). The 
recommended publication needs to 
fit the citation context and substan-
tiates the fact or concept mentioned 
in the citation context. Due to the 
vast amount of publications nowa-
days, citation recommendation can 
significantly assist researchers and students in their daily scientific work. 
 
The goal of the proposed thesis is to develop a citation recommendation system. This means that a 
model is trained in a supervised machine learning setting in order to allow for selecting suitable publi-
cations for a given citation context out of the set of all available publications (typically hundreds of thou-
sands or millions). More precisely, the work may encompass the following sub-steps: 

 Learn embeddings for all publications represented in the given corpus of publications (and may-
be for additional entities such as venues), using both textual information and the links. The learned 
embedding vectors for papers can then already be used for calculating similarities among papers. 

 Learn joint embeddings of both citation contexts and publications. An example of joint learning 
can be found in [3]. It might be necessary to train separate models for different scientific domains, 
as the citation behavior might vary. 

 Given the joint embeddings, a citation recommendation system can be built, which mainly con-
sists of applying the learned model of joint embeddings to new incoming citation contexts. 

 Evaluate the developed citation recommendation system automatically (by removing citations and 
re-predicting them) and manually, if necessary. 

A thorough introduction to the topic and necessary literature will be provided by the supervisor. 
 
[1] https://www.microsoft.com/en-us/research/project/microsoft-academic-graph/ 
[2] https://www.microsoft.com/en-us/research/project/academic/articles/march-2018-graph-update/ 
[3] “Joint Learning of the Embedding of Words and Entities for Named Entity Disambiguation”, LREC 
2016. https://arxiv.org/abs/1601.01343 

Which prerequisites should you have? 

 Interest in machine learning and data mining (word embeddings, neural networks, etc.) 

 Programming skills for machine learning (e.g., using Python). 

 Willingness to work with large data sets (on servers/clusters). 
 

Keywords: Implementation, knowledge graph, scholarly data, embeddings, neural networks, machine learning, natural language processing, big da-
ta. 
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