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Executive Summary

This deliverable, D3.3.3 Data-driven Change Discovery, deals with two approaches to
enable the automation of the evolution of ontologies. First, we present a new version of
Text20nto, a framework for ontology learning from text. The previously existing English
version of Text20nto has been adapted to support the linguistic analysis of Spanish docu-
ments, including language-specific algorithms for the extraction of ontological concepts,
instances and relations. The adaptation to Spanish stems from the requirements collected
from on of the SEKT case studies, i.e. the legal spanish case study. Second, we present
an approach for the learning of disjointness axioms. Introducing disjointness axioms, for
example, greatly facilitates consistency checking and the automatic evaluation of indi-
viduals in a knowledge base with regards to a given ontology. The approach advances
significantly the state-of-the-art and reflects a trend towards usage of more expressive
ontology languages such as OWL.
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Chapter 1

Introduction

1.1 The SEKT Big Picture

This report is part of the work performed in workpackage (WP) 3 on “Ontology and Meta-
data Management”. It specifically refers to task ‘T3.3 Data-driven Change Discovery'.
As shown in Figure 1.1 this work is closely related with other technical workpackages in
SEKT. The main goal of this workpackage is to enable and to facilitate the setting up and
maintenance of semantic knowledge management applications by supporting the complex
tasks of managing ontologies and corresponding metadata.

1.2 Motivation

As described in [VS05a] the ontology learning framework Text20nto has been designed
to provide an infrastructure for data-driven change discovery in the SEKT project. In
deliverable 3.3.2 [VS05b] we evaluated our initial prototype in the context of the BT
Case Study (WP11), and we presented AEON, a framework for the automatic evaluation
of ontologies with respect to the OntoClean methodology. This deliverable extends our
previous work.

We present two approaches to enable the automation of the evolution of ontologies.
As data we use in the SEKT case studies text documents (English and Spanish) from
which we first learn ontologies and then evolve them, both in an automatic manner. Our
work in the final year of the SEKT project has been driven by the requirements coming
from the case studies as well as current scientific trends.

First, we present a new version of Text20nto, a framework for ontology learning from
text. The previously existing English version of Text20nto has been adapted to support
the linguistic analysis of Spanish documents, including language-specific algorithms for
the extraction of ontological concepts, instances and relations. The adaptation to Spanish
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Figure 1.1: The SEKT Big Picture

stems from the requirements collected from on of the SEKT case studies, i.e. the Spanish
Legal Case Study (WP10).

Second, we present an approach for the learning of disjointness axioms. Introducing
disjointness axioms, for example, greatly facilitates consistency checking, the detection
of modelling errors and the automatic evaluation of individuals in a knowledge base with
regards to a given ontology. The approach advances significantly the state-of-the-art and
reflects a trend towards usage of more expressive ontology languages such as OWL.

1.3 Overview

The following chapter 2 gives an overview of the current status of Text2Onto, particularly
the components required for processing Spanish texts (see Section 2.3). In Chapter 3 we
describe a classification-based approach for learning disjointness axioms (cf. Section 3.2)
along with a detailed evaluation (see Sections 3.3 and 3.4). Finally, chapter 4 concludes
with a summary and an outlook to future work.



Chapter 2

Text20nto

2.1 Introduction

The case study on “Intelligent Integrated Decision Support for Legal Professionals”
(WP10) aims at supporting newly appointed judges in Spain by means of iFAQ, an in-
telligent Frequently Asked Questions. iIFAQ relies on several complex ontologies of the
legal domain, among them the Ontology of Professional Judicial Knowledge (OPJK) con-
sisting of about 100 classes and more than 500 instances. Building and maintaining this
ontology is a tedious and time-consuming task requiring profound knowledge of legal
documents and language. Therefore, any kind of automatic support can significantly in-
crease the efficiency of the knowledge acquisition process.

In this chapter we present a new version of Text2®néoframework for ontology
learning from text. The previously existing English version of Text20nto has been
adapted to support the linguistic analysis of Spanish documents, including language-
specific algorithms for the extraction of ontological concepts, instances and relations.
Since a detailed description of the individual algorithms has already been given in
[VS05a] we focus on the key differences between the two versions.

2.2 Linguistic Preprocessing

All of the algorithms being part of the Text2Onto framework largely rely on a combina-
tion of machine learning and natural language processing techniques in order to extract
ontology entities and relationships from open-domain unstructured text. Since the nec-
essary linguistic analysis is done by means of GATE [CMBTO02] it is very flexible with
respect to the set of linguistic components used, i.e. the underlying GATE application can
be freely configured by replacing existing components or adding new ones such as a deep

Lhttp://ontoware.org/projects/text2onto/
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parser if required. Another benefit of using GATE is the seamless integration of JAPE
which provides finite state transduction over annotations based on regular expressions.

e Tokenizer: splits text into individual tokens, basically words and punctuation sym-
bols.

Sentence splitter:detects sentence boundaries.

Part-of-Speech tagger:assigns a syntactic category to each token.

Lemmatizer: reduces each token to its lemma, i.e. base form.

JAPE transducer for shallow parsing: identifies chunks of tokens which constitute
e.g. noun phrases or verb phrases.

Linguistic preprocessing in Text20nto starts by tokenization and sentence splitting.
The resulting annotation set serves as an input for a POS tagger which in the following
assigns appropriate syntactic categories to all tokens. Finally, lemmatizing or stemming
(depending on the availability of the regarding processing components for the current
language) is done by a morphological analyzer or a stemmer respectively.

In order to improve the quality of the linguistic analysis particularly for Spanish text,
we replaced some of the standard GATE components by external resources. The TreeTag-
ger is a POS tagger and lemmatizer developed by the University of Stuttgart which can
be adapted to a multitude of languages by means of language-specific parameter files. The
following screenshot 2.1 shows the output of the TreeTagger's command line interface.
Our GATE wrapper transforms this output into GATE annotations which are available at
all subsequent stages in the linguistic processing pipeline.

After the basic linguistic preprocessing is done, an additional JAPE transducer is run
over the annotated corpus in order to match a set of particular JAPE patterns for shallow
parsing. These JAPE patterns have to take into account the specific structure of Spanish
noun phrases, verb phrases and prepositional phrases. For example, Spanish other than
English noun phrases may contain adjectives before as well as after the head of the phrase,
and a prepositional complement.

In the following sections we describe the core algorithms provided by the Text20nto
framework and their required adaption to the Spanish language.

2http://www.ims.uni-stuttgart.de/projekte/corplex/Tree Tagger/
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Figure 2.1: TreeTagger

2.3 Algorithms for Spanish

2.3.1 Concepts and Instances

The extraction of concepts and instances relies on a set of JAPE patterns for identifying
common and proper noun phrases. Each noun phrase is assigned a relevance value be-
fore being mapped to a new or existing class in the ontology. The relevance values with
respect to the particular domain are computed by means of statistical measures such as
average TFIDF or entropy. While these measures are in principle language independent,
the structure of Spanish noun phrases requires specific treatment. We therefore had to
develop a number of new JAPE patterns for shallow parsing to be matched during the
linguistic preprocessing phase.

2.3.2 SubclassOf Relations

In the previous version of Text20nto mainly three algorithms were used for extracting
subclassOf relationships from English text. As described in the following sections all of
them had to be adapted to the requirements of the Spanish language. Figure 2.2 shows the
results of the Spanish concept classification which is described in the following sections.

Please note that the screenshot as well as most of the examples in this chapter were
created from a corpus of web documents about ontologies and the semantic web, since
the terminology of this domain is more easily accessible to non Spanish speaking people.
Evaluation results and detailed examples relating to original legal case study data are
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Patterns

The pattern-based concept classification algorithm relies upon a number of lexico-
syntactic patterns indicating hyponymy relationships. SubclassOf relations are generated
based on this evidence and annotated with a confidence value that corresponds to the
normalized frequency of pattern occurrences.

NPsyperciass  €OMO  (por ejemplo?  NPgypeass
NPoubciass  (Sorjegeranera)  NPoyperciass
NPubciass  (¥|0)  (otrosotrasdends)  NPyuperciass
NPsuperciass  (incluienddespecialmente NPy, pciass
NPquperciass  talltales  como  NBciass
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WordNet

For any given pair of classes the WordNet-based concept classification aims to find evi-
dence for a hyponymy relationship between the corresponding terms by querying Word-
Net.

Since the standard version of WordNet provided by Princeton University has been de-
veloped particulary for the English language, it is unsuitable for processing Spanish texts.
We therefore integrated a Spanish version of WordNet which is developed and maintained
by the natural language processing group of the Technical University of Catalonia (UPC).

Vertical Relations Heuristic

The vertical relations heuristic generates subclassOf relations from composite noun
phrases, assuming that the class denoted by the whole phrase is subsumed by the
class which is represented by its head. For example, from the noun phrase “buscador
sen@ntico’® (“semantic search engine”) the algorithm would conclude that the Blass
cadorSemantices subsumed biduscador

2.3.3 InstanceOf Relations

Basically three algorithms are available for learning instanceOf relationships from Span-
ish texts.

Patterns

The pattern-based extraction of instanceOf relationships is very similar to the concept-
based concept classification described in Section 2.3.2. Some of the lexico-syntactic
patterns used for detecting concept instantiations are listed below.

PNPstance 5 NPeass

PNPistance  ( NPuass )

NP.ass  como  (por ejemplg?  PNPysiance
PNP,stance  (SOregeranera) NP
PNP,.stance  (Y]O) (Otrogotrasden@s) NP,
NP..ss (incluyenddespecialmente PNP,,ance
NP..ss talltales como PNRsiance

3Please note that the alternative spelling "buscador semantico” will not be recognized as denoting the
same class by the current version of Text20nto. This bug will be fixed for the next version.
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Google

In line with [CLS05] we implemented an approach to obtaining evidence for instanceOf
relations by online pattern matching. For each instance lexically represented by
PNP,,.s:ance the algorithm poses a number of Google queries similar to those described in
the previous section.

¢ como P N E’nstance”
“ PNPinstance es Ur‘i

! PNPinstance €S Una

The results returned for each of these queries are then analysed in order to determine
possible fillers for the open position in the regarding pattern. For the first query template,
for example, the filler must be a noun phrase directly preceding the phrase matched by
the query.

Context-based Similarity

The assumption underlying the context-based instance classification is that each instance
belongs to the class which is semantically most similar.

In order to compute the semantic similarity Text20nto exploits the distributional hy-
pothesis by Harris which basically states that the senses of two words, i.e. concepts, are
similar to the degree the words share lexical context. Lexical context in its most simple
form is a vector consisting of all the words which co-occur (e.g. in the same sentence or
token window) with the words representing the class or instance of interest. For the new
version of Text20nto we implemented a more sophisticated context extraction based on
both lexical and syntactic features.

The context vector of each instance is compared to all context vectors of concepts
in the ontology by means of the cosine measure. If the similarity of the context vectors
is above a certain threshold the instance classification algorithms assumes the instance
to instantiate that particular concept. Further details regarding different types of context
features and similarity measures for instance classification are given by [CV05c].

2.3.4 Non-taxonomic Relations

For the extraction of non-taxonomic relationships Text2Onto relies upon subcatego-
rization frames, i.e. predicate argument structures consisting of verbs and prepo-
sitional or nominal complements, enriched by ontological knowledge and statistical
information. Confidence values for each relationship are computed based on the
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number of instantiations of that particular frame found in the corpus. Example:
incluir (Ontologa, Definicion).

2.4 Lessons Learned and Conclusion

Adapting Text20nto to the requirements of the Spanish language confronted us with a
number of unexpected technical challenges. Some of them had to do with syntactic and
semantic particularities of the Spanish language, e.g. with respect to prepositional com-
plements in noun phrases. Others were related to character encoding, compatibility of
different versions of WordNet and the adaptation of new linguistic processing compo-
nents.

On the other hand, we found that a flexible and extensible language processing frame-
work such as GATE is of great use if multilinguality is required by the application. This
flexibility made it possible to integrate specialized linguistic components for the Spanish
language into Text20nto without much effort, and significantly sped up the implementa-
tion process.

The final evaluation of Text2Onto in the Legal Case Study is still ongoing. However,
initial experiments indicate that Text2Onto significantly helps in building ontologies from
a given collection of Spanish documents (see upcoming SEKT deliverable 10.4.1 [PCO06]).
And we are confident that it can be a valuable part in an iterative process of learning and
manual refinement.



Chapter 3

Learning Disjointness

3.1 Introduction

An increasing number of applications benefits from light-weight ontologies, or, to put
it differently, “a little semantics goes a long way(Jim Hendler). Our experience in
building ontology-based systems indicates, however, that adding more expressivity in a
controlled manner can reap further benefits. Introducing disjointness axioms, for exam-
ple, greatly facilitates consistency checking and the automatic evaluation of individuals
in a knowledge base with regards to a given ontology.

In description logics two classes are considered as digjoittiteir taxonomic overlap
i.e. the set of common individualsjustbe empty. This does not include classes with ac-
tual extensions that coincidentally do not have common individuals, for insiAfogan
andUS Presidentbut only those where the common subset must be empty in all possible
worlds — like, for exampleWomanandCar.

Disjointness allows for far more expressive and meaningful ontologies, as shown ex-
emplary in the following. An ontology language with the expressivity of RDFS does not
constrain the possible assertions in any way. Even after we set up an ontology defining
terms likeBook StudentandUniversity, stating thatlohnis both aStudent&and aUniver-
sity is logically perfectly viable and would not be recognized as an error by the ontology
management system. Only if we define these classes as being disjoint, a reasoner will be
able to infer the error in the above ontology, guaranteeing that particular constraints are
met by the knowledge base and a certain quality of facts is achieved — thus raising the
guality of the whole ontology-based system [SchO05].

Despite the obvious importance of stating disjointness among classes, many of today’s
ontologies do not contain any disjointness axioms. In fact, a survey of 1,275 ontologies
[Wan06] recently found only 97 of them to include disjointness axioms. We can only
speculate about the reasons, but it is very likely that ontology engineers often forget to
introduce disjointness axioms, simply because they are not aware of the fact that classes

12
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which are not explicitly declared to be disjoint will be considered as overlapping. Partic-
ularly, inexperienced users usually assume the semantics of partitions, or even complete
partitions, when they build a subsumption hierarchy (see [RO4H). Also, as the size

of an ontology is a major cost driver for ontologies [BTS06], the manual engineering and
addition of the axioms actually costs more time, and thus money.

Therefore, we believe that an approach to automatically introduce disjointness axioms
into an ontology would be a valuable addition to any ontology learning or engineering
framework. The principle feasibility of learning disjointness based on simple lexical ev-
idence has already been shown by [HV05]. However, our experiments indicate that a
single heuristic is not suitable for detecting disjointness with sufficiently high precision,
i.e. better than an average human could do.

We performed an extensive survey in order to collect experience with modelling dis-
joint classes, and identified several problems frequently encountered by users who try to
introduce disjointness axioms. Based on the results of our survey we developed a va-
riety of different methods in order to automatically extract lexiaatl logical features
which we believe to provide a solid basis for learning disjointness. These methods take
into account the structure of the ontology, associated textual resources, and other types of
data sources in order to compute the likeliness of two classes to be disjoint. The features
obtained from these methods are used to build an overall classification model which we
evaluated against more than 10,000 disjointness axioms provided by 30 human annota-
tors. Due to the encouraging evaluation results we are confident that our implementation
can be used, for example, to extend state-of-the-art ontology learning systems, to support
ontology debugging [Sch05], or to evaluate manually added disjointness axioms.

The survey also showed that deciding if two classes are disjoint is far from trivial.
Although experts have a higher agreement on disjointness than non-expert users, their
agreement is still lower than we expected. Discussing these problematic formalizations,
we uncovered a number of problems humans have with formal disjointness.

In this paper, we will, in Section 3.2, first present the features we have used in order to
automatically learn disjointness axioms. Section 3.3 describes the set up and execution of
the experiments we conducted in order to train a classifier and evaluate the results of our
implementation (Section 3.4). We close with an overview of related work in Section 3.5
and a summary of the key contributions and remaining open questions in Section 3.6.

3.2 Features for Learning Disjointness

Assuming that there is not the one and only approach to determine the disjointness of two
classes in an ontology, we developed a variety of different methods to obtain evidence for
or against disjointness from different sources. The features delivered by these methods
will help us to train a classifier which is able to distinguish between disjoint and non-
disjoint classes.
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In the next subsections — after some preliminary remarks regarding the notation
throughout this paper and some basic assumptions we made for the feature extraction
process — we motivate and describe the construction of ten highly selective features. A
machine learning classifier will then be trained on a set of manual annotations as described
in Section 3.4.

In this paper we adopt the OWL ontology model, although we do not restrict our
approach to OWL. Any ontology model that allows to state disjointness between two
classes can be used with all the methods described in this paper.

Preliminaries: The methods the extraction of classification features are provided with
an unsorted list of all the pairs previously tagged by human annotators. In the following
the set of pairs will be denoted By = {p;, ...p,} for 0 < n < |C|?, whereC is the set of
all classes in the ontology. Each paijr = (¢, , cx,) consists of two classes,, ¢, € C
andcy, # cx,. The confidence of the systemdp andc;, being (not) disjoint is denoted
by conf(px, +) or conf(p,, —) respectively.

All methods are allowed to look up these classes within their semantic context, i.e.
the domainontology they have been extracted from (see Section 3.3.1). And finally, as
additional sources of background knowledge, the methods may make useoqgfes
of textual resources associated with the ontology. We automatically selected a subset of
957 documents from the Reuters corp{RSWO02]. For efficiency reasons we only chose
those documents with at least 20 occurrences of classes from the ontology.

It is important to mention, that we assume “meaningful” labels for all classes in the
ontology, i.e. labels which may be understood by humans even without knowing the whole
taxonomy. This assumption is particularly relevant for all methods which make use of
textual resources such as the pattern-based disjointness extraction (cf. Section 3.2.4), the
computation of extensional overlap with respect to Del.icfoarsd the algorithms for
learning taxonomic relationships (see Section 3.2.1).

3.2.1 Taxonomic Overlap

In description logics two classes are disjaiffit their taxonomic overlapi.e. the set of
common individuals, is empty. Because of the open world assumption in OWL, these
individuals do not necessarily have ¢aistin the ontology. The taxonomic overlap of
two classes is considered not empty as long as itmukl be common individuals within

the domain of interest which is modeled by the ontology.

Therefore, we developed three methods which determine the likeliness for two classes
to be disjoint by considering their overlap with respect tar(dividuals andsubclasses
in the ontology — or learned from a corpus of associated textual resources — and (ii)
Del.icio.us documentdagged with the corresponding class labels.

http://trec.nist.gov/data/reuters/reuters.html
2http://del.icio.us/
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Ontology

Both, individuals and subclasses can be imported from an ontology (see Section 3.3.1)
or from a given corpus of text documents. In the latter casdyclass-of and
instance-of relationships are extracted by different algorithms provided by the
Text20nto ontology learning framework. A detailed description of these algorithms can
be found in [CV05a]. All taxonomic relationships — learned and imported ones — are
associated with rating annotationSyciass—os (OF Tinstance—of r€SPECtively) indicating the
certaintyx > 0 of the underlying ontology learning framework in the correctness of its
results.

X ¢; subclass-of Co

. (3.1
0 otherwise

Tsubclass—of(cla c2) - {

The following formula defines the confideneen f(p, —) for a pairp = (¢, ¢2) to
be not disjoint based on the taxonomic overlap @fand ¢, with respect to common
subclassegthe same fomstance):

CO?’Lf(p _) — ZcEsublﬂsubg (Tsubclass—of (07 Cl) * Tsubclass—of (07 02))
| Zcesubl Tsubclass—of(C, Cl) + ZcEsubg TSubclass—Of(Ca 62)

(3.2)

wheresub; denotes the set of subclasseg;of

Del.icio.us

Del.icio.us is a server-based system with a simple-to-use interface that allows users to
organize and share bookmarks on the internet. It associates each URL with a description,
a note, and a set of tags (i.e. arbitrary class labels). For our experiments, we collected
|U| = 75,242 users,|T| = 533,191 tags and R| = 3, 158, 297 resources, related by in

total |Y| = 17,362,212 triples. The idea underlying the use del.icio.us in this case is
similar to the one described in subsection 3.2.4: If two labels are frequently used to tag
the same resource they are likely to be disjoint, because users tend to avoid redundant
labeling of documents.

conf(p,—) = {dles € t(d), cp € t(d)}]
’ >eec Hdler € t(d), e € H{d)} + 3- o Hdlea € t(d), ¢ € t(d)}]

(3.3)

wheret(d) is the set of Del.icio.utagsassociated with documetit The normalized
number of co-occurrences of andc, (their respective labels to be precise) as Del.icio.us
tags aims at capturing the degree of association between the two classes.

3For imported relationships the confidence is 1.0.
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3.2.2 Subsumption

If one class is a subclass of the other we assume the two classes op apéir, c,) to be
not disjoint with a confidence equal to the likeliness associated wituibelass-of
relationship (c.f. Section 3.2.1).

CO”f(p; _) - maX(Tsubclass—of(cla 02))7 Tsubclass—of(c% Cl))) (34)

3.2.3 Semantic Similarity

The assumption of a direct correspondence between the semantic similarity of two classes
are their likeliness to be disjoint led to the development of three methods: The first one
implements the similarity measure described by [WP94] to compute the semantic simi-
larity sim of two classeg; andc, with respect taNordNet [Mil95].

o _ 2xdepth(lcs(sy, 52))
conf(p,—) = sim(sy, $2) = depth(s:) + depth(ss) (3.5)

wheres; = first(c;) denotes the first sense@f i € {1,2} with respect to WordNet,
andics(sy, s2) is the least common subsumersgfands,. The depth of a node in Word-
Net is recursively defined as followgepth(root) = 1, depth(child(n)) = depth(n) + 1

The second method measures the distanece ahdc, with respect to the given back-
groundontology (see Section 3.3.1) by computing the minimum length of a pati
subclass-of  relationships connecting andc,.

conf(p,+)= min length(p) (3.6)
pEpaths(ci,c2)

And finally, the third method computes the similarityspfaindc, based on theiexical
context. Along with the ideas described in [CV05b] we exploit Harris’ distributional
hypothesis [Har68] which claims that two words are semantically similar to the extent to
which they share syntactic contexts.

For each occurrence of a class label in a corpus of textual documents (see prelimaries
of this section) we consider all the lemmatized tokens in the same sentence (except for
stop words) as potential features in the context vector of the corresponding class. After the
context vectors for both classes have been constructed, we assign weights to all features
using a modified version of the tf-idf formula:

Letv; = (f{...f}) be the context vector of clags where eachf;, n > 1 is the
frequency of toker in the context of;. Then we defin@ F(f7) = > i joe(.) frea( [}, d)
andN = |doc(c;)| andDF = |doc(c;) N doc(f})|, wheredoc(t) is the set of documents
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containing termt and freq(t,‘ d) is the frequency of term in documentd. And finally,
we getl'FIDF(f;) = TF(f}) - 1Og(%)_

Given theweightedcontext vectors andv, the confidence im; andc, beingnot
disjoint is defined ason f(p, —) = cos(v], v5).

3.2.4 Patterns

Since we found that disjointness of two classes is often reflected by human language,
we defined a number of lexico-syntactic patterns to obtain evidence for disjointness rela-
tionships from a given corpus of textual resources. The first type of pattern is based on
enumerations as described in [HV05]. The underlying assumption in there is that terms
which are listed separately in an enumeration mostly denote disjoint classes. Therefore,
from the sentence

The pigs, cows, horses, ducks, hens and dogs all assemble in the big barn, thinking
that they are going to be told about a dream that Old Major had the previous night.

we would conclude thapig, cow, horse duck and dog are disjoint classes. This
is because we believe that — except for some idiomatic expressions it would be rather
unusual to enumerate overlapping classes sudogsandsheep dogseparately which
would result in semantic redundancy. More formally:

Given an enumeration of noun phrasé#®;, NP, ..., (and|or) NP, we conclude
that the concepts;, ¢, ..., ¢, denoted by these noun phrases are pairwise disjoint,
where the confidence for the disjointness of two concepts is obtained from the number of
evidences found for their disjointness in relation to the total number of evidences for the
disjointness of these concepts with other concepts.

The second type of pattern is designed to capture more explicit expressions
of disjointness in natural language by phrases sucheiglser NP, or NP, or
neither NP, nor NP,. For both types of patterns we compute the confidence for the
disjointness of two classeg andc, as follows:

_ fTGQ(Cla 02)
Zj;él freq(ci, ¢j) + Zi;éz freq(ci, c2)

wherefreq(c;, ¢;) is the number of patterns providing evidence for the disjointness of
c;ande; with 0 < 4,5 < |C]* andi # j.

conf(p,+) (3.7)

3.2.5 OntoClean

In [VVSO05] we introduced AEON, an approach to automatically evaluate ontologies ac-
cording to the OntoClean methodology [GWO00]. The basic idea is to use a pattern-based
approach on top of the Web (and other textual data sources) for annotating classes of a
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given ontology with the OntoClean properties such as unity, identity and rigidity. Parts of
the approach can be reused for learning disjointness axioms.

Two classes are disjoint if they have incompatible unity or identity criteria. This
implies that a class carrying anti-unity-{J) must be disjoint of a class carrying unity
(+V) — and similarly for identity. Since we use the same subset of the PROTON ontology
as in our AEON experiments (c.f. Section 3.3.1), we can rely on the manual OntoClean
taggings we collected earlier for the evaluation of AEON.

1 if ¢; tagged withp(2, ¢, tagged withy€2,
conf(p,+) = forQe{U, I}, o0 e{~,+} o # 0 (3.8)

0 otherwise

3.2.6 Meta Algorithm

The meta algorithm considers superclasses known to be disjoint (from previously com-
puted confidence values) and propagates this information downwards in the taxonomic
hierarchy. Fomp = (¢, c) the confidence for; andc, being disjoint is computed as
follows:

> ps(conf(p®,+) — conf(p®, —))

|super(c1)| - |super(cs)]

conf(p,+) = (3.9)

wherep® = (¢, ¢5) with ¢ € {c|subclass — of (¢;,c)} fori € {1,2} andsubclass —
of(ci,c;) being thesubclass-of  relationship between, andc;. Moreover,super(c)
denotes the set of superclasses.of

3.3 Experiment: Human Annotation of Disjointness

We thoroughly evaluated our approach by performing a comparison of learned disjoint-
ness axioms against a large number of manually created ones to calculate (among other
things) the degree of overlap. This section describes the generation of the evaluation
dataset consisting of 2000 pairs of classes tagged by 30 annotators, and discusses method-
ological aspects related to the manual creation of disjointness axioms.

The structure of this section is as follows: First, we give a brief overview of the
PROTON ontology which serves as a basis for our experiments (Section 3.3.1). In Sec-
tion 3.3.2 we describe the creation of a gold standard which is later used to evaluate our
classification-based approach (Section 3.4). Finally, sections 3.3.3 and 3.3.4 analyse the
main difficulties encountered by our human annotators, in order to illustrate the difficulty
of the task.
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Please note that the complete dataset is available for downloadhttpriiwww.
aifb.uni-karlsruhe.de/WBS/jvo/data/disjointness-111206.zip

3.3.1 Ontology

As a basis for the creation of the evaluation datasets and as background knowledge for
the ontology learning algorithms we took a subsgstemtop anduppermodule) of the

freely available PROTON ontology (PROTo ONtolofyin total our subset of PROTON
contains 266 classes, 77 object properties, 34 datatype properties and 1388 siblings.

PROTON is a basic upper-level ontology to facilitate the use of background or pre-
existing knowledge for automatic metadata generation. PROTON covers the general con-
cepts necessary for a wide range of tasks, including semantic annotation, indexing, and
retrieval of documents. The design principles can be summarized as follows (as described
in [TKMO04]) (i) domain-independence; (ii) light-weight logical definitions; (iii) align-
ment with popular standards; (iv) good coverage of named entities and concrete domains
(i.e. people, organizations, locations, numbers, dates, addresses).

3.3.2 Evaluation Setting: Manual Taggings

To be able to compare the results of our trained model with the results generated by
manual annotation we created a dataset consisting of 2000 pairs of classes as follows:
First, we manually selected 200 (potentiallyyn-disjointpairs from the ontology (see
Section 3.3.1), since we assumed the set of non-disjoint pairs to constitute a weak minority
class (which would have hampered the construction of a good model for our classifier).
Then, we randomly chose 58fblings— which constitute a subset of the data, which is of
particular interest from a practical and theoretical aspect. And finally, we added another
1300 pairs choserandomlywithout any selection criteria.

Once the dataset was complete, each pair was randomly assigned to 6 different people
— 3 from each of two groups, the first one consisting of PhD students from our institute
(all of them professional "ontologists”), the second being composed of under-graduate
students without profound knowledge in ontological engineering. Each of the annotators
was given between 385 and 406 pairs along with natural language descriptions of the
classes whenever those were available. Possible taggings for each pair (adespint),
— (not disjoint) and’ (unknown). The result were two dataseisnd B for "ontologists”
and "students” and a third datagétwhich was created by merging and B (cf. table
3.1a)). Dataseb is a subset of ' consisting of all siblings, whereds contains all those
pairs of classes which were randomly selected.

In order to get cleaner and less ambiguous training data for our classification model
(see Section 3.4) we computed thnajority votesfor all the above mentioned datasets

4PROTON is available dtttp://proton.semanticweb.org/
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by considering the individual taggings for each pair (3 in the casd ahd B, and 6

for C). If at least 50% (or 100% respectively) of the human annotators agreed+pon

or — this decision was assumed to be the majority vote for that particular pair. In case
of equally many positive and negative taggings, the majority vote was definéams
unknown These pairs were not used for training purposes. Some statistical properties of
the majority vote datasets are given by table 3.3.

3.3.3 Analysis of Human Annotations

In order to determine how difficult it is for humans to tag pairs of classes as being disjoint
or not we measured the human agreement within and across different parts of the dataset
(c.f. table 3.1). Table 3.2 shows the average agreement among the individual taggers,
i.e. the average maximum ratio of annotators who agreed upon the same tag for a pair of
classes. By analysing the figures we find that the average agreeménisfergnificantly

lower than the agreement for any of the other datasets — which seems to imply that pairs
of siblings (classes with a common direct superclass) are much more difficult to tag for
human annotators than randomly chosen pairs of classes. This might be due to the fact that
it is comparably hard to determine the differences between the intension and extension of
classes which are semantically very close.

Table 3.1: Evaluation Datasets
| ID | Dataset| Annotators| Tags per Pait Pairs]

A | Experts 15 3 | 2000

B | Students 15 3| 2000

C All 30 6 | 2000

D | Siblings 30 6| 541

E | Random 30 6 | 1300

Table 3.2: Tagged Pairs (Individual)
Dataset Individual Taggings

+ | -] 7] all] —/+]avg. agree
A | 3849| 2007| 144| 6000| 0.521 0.869
B | 3881| 2106| 13| 6000| 0.543 0.858
avg. | 3865.0| 2056.5| 78.5| 6000| 0.532 0.864
C'| 7730| 4113| 157|12000| 0.532 0.824
D | 1362| 1822 62| 3246| 1.338 0.754
E | 6166, 1554, 80| 7800| 0.252 0.853
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In addition to the computation of the agreement within each of the datasets, we also
tried to capture communalities and differences between the taggings of people from the
two groups of annotators — ontologist$)(and studentsig).

First, we measured the average agreement of the individual tagging of the experts
with the majority vote 100% of the students and vice versa. The figures — 0.852 for the
agreement betwee# and the majority vote of3, and a slightly lower value of 0.834 for
the agreement betweds and the majority vote ofd — indicate that, maybe due to the
relatively higher disagreement among the students (see table 3.2b)), those tend to agree
mainly on very evident cases of disjointness.

The hypothesis that there is a considerable number of pairs which are comparably
easy to tag, thus provoking a high agreement, is supported by the figures we get for the
agreement among the majority votes 100% (0.964) and 50% (0.798a0tl B.

And finally, we completed our analysis of the annotation results by inspecting con-
crete examples of differently tagged pairs. Table 3.4 and 3.5 contain all pairs of classes
which were assigned different tags by the majority votes 100% (which means that all 3
annotators ofA or B agreed upon each tag) of experts and students. An extensive discus-
sion of the differences which tries to explain some of the problems the human annotators
encountered can be found in the following section.

3.3.4 Discussion

During the creation of the human annotations, we had the chance to study the problems
humans face when using disjointness. Even in the taggings of the experts group — consist-
ing of post-graduates all involved in Semantic Web research — the overlap of the taggings
was lower than expected (cf. Section 3.3.3). Table 3.4 and 3.5 show all pairs where all
experts agreed on one tagging, and all students agreed on the other. Based on an analysis
of the taggings and subsequent discussions with the taggers, we identified several types
of problems regarding disjointness:

Table 3.3: Tagged Pairs (Majority Vote)

Dataset Majority Vote 50% Majority Vote 100%

+[ -] ?] al] —/+ +[ -] 7] al] —/+

A 1297| 649| 54 |2000| 0.500|| 931| 330| 739|2000| 0.354

B 1346| 648 6| 2000| 0.481| 846| 307| 847|2000| 0.363
avg. || 1321.5| 648.5| 30.0| 2000| 0.490| 888.5| 318.5| 793.0| 2000 | 0.359
C 1276| 537| 187 |2000| 0.421|| 616| 194| 1190| 2000/ 0.315

D 188 | 274| 79| 541|1.457 28 96| 417| 541 3.429

E 1072| 140| 88| 1300| 0.131| 588 35| 677 1300| 0.060
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Table 3.4: Differences between majority votes 100% of A (experts) and B (students):
pairs considered to bdisjoint by thestudents

A[B] | |
— |+ RailroadFacility Pipeline
— | + Order Abstract
— | + Newspaper HomePage
— | + School MineSite
— | + TelecomFacility Monument
— |+ ReligiousLocation Canal
— | 4+ | InternationalOrganization StockExchange
— |+ WaterRegion PoliticalRegion
— | + InternetDomain EntitySource
— | + ReligiousOrganization Airline
— |+ RecreationalFacility Capital
— |+ City Archipelago
— |+ Pipeline| LaunchFacility
— | + AstronomicalObject Mountain
— | + | GovernmentOrganizationAmusementPark
— |+ AmusementPark Galaxy
— | + LaunchFacility Bridge

. the label and comment of a class often do not provide an unambiguous idea of what
is meant with this class

. some disjointness axioms may depend on the context: whB@gandLivestock
may be disjoint in most parts of Europe, in the Chinese WoPdhetlatter is actu-
ally a hypernym of the former.

. classes that have abstract individuals, lkeney Messager Idea

. often the extension of two classes may be disjoint, although their intension is not,
e.g.US PresidenandWoman Annotators struggle with this difference.

. also, the extensions of two classes may be not disjoint, even though their intensions
are: althoughWeaporandPitchforkare disjoint intensionally (in the literal sense),
their extensions do not need to be

. mixing roles and so called basic classes, e.g. the Potdessorand thePerson
itself that plays the role, which may be defined disjoint (depending on how roles
are modeled [KSKMO06])

Shttp://www.keenage.com/
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Table 3.5: Differences between the majority votes 100% of A (experts) and B (students):
pairs considered to baisjoint by theexperts

A B] | |
+ | - Canal Harbor
+ | — | OfficialPoliticalMeeting Parliament
+ | - Week Month
+ | - Mountain Peninsula
+ | - Island Valley
+ | = Government Parliament
+ | = Service Telecom
+ | - Park Festival
+ | - OilField Province
+ | - Patent| AirplaneModel
+ | - Ministry Location
+ | = Delta River
+ | = TVCompany Movie

7. mixing mereological and instantiation relations\W\eekis part of aMonth so are
these two classes disjoint? What abbDefta andRiver?

8. mixing other types of relations with instantiation relations: see for example the pairs
Movie TVCompanyGovernmenParliament or PatenfAirplaneMode] where the
instances have close relations and thus seem to confuse the annotators

9. instantiations at different levels of abstraction. E.g., when describing aniEels,
gle may be the label of both an individual (e.g. of the cl&gp®ciesand of a class
itself. Are then the two class&pecieandEagledisjoint? (note that the individual
Eagleis not the same as the clasagle but they may be connected via an axiom
like Class:Eagle= Jdspecies{Individual:Eagle})

10. mixing lexical information with ontological one. The PROTON ontology contains
concepts likeAlias that form lexical information. Is dobTitledisjoint from aJob
or thePersonhaving theJobor JobTitle?

Note that this list does not speak about problems of disjointness with regards to its
definition in description logics, but rather with the problems our annotators had when
they had to decide if two classes are disjoint or not. Many of the above problem types
have a well-defined answer with regards to the formal semantics of disjointness, e.g. #7,
whereWeekandMonth are disjoint as they don’t have common instances (since a week
consists of seven days, and months consist of around 28-31 days. Note that the definition
of week and month can change, but this basically means that we introduce new concepts
who may or may not have the same name).
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Recognizing the problem type would allow an ontology development environment to
offer much more appropriate help than just a general description of the meaning of the
disjointness axiom, which can be hard to apply at times.

Often the decision, if two classes are disjoint or not, will uncover underspecified or
ambiguous classes, i.e. moot points in the description of one or both classes. Instead
of simply adding (or, which is far harder to tractot adding) a disjointness axiom, the
rationale behind this decision should also be documented, following an ontology lifecycle
methodology like DILIGENT [PTS04] for the continuous evolution and refinement of the
ontology.

3.4 Evaluation: Learning a Classifier

In this section we present the evaluation procedure and analyse the results of the compari-
son between the classifier which has been trained on the features described in Section 3.2
and the sets of manual annotations (see Section 3.3).

3.4.1 Experimental Settings

To train the classifier we skipped pairs of classes tagged Wwitimce the definition of
disjointness only distinguishes between disjoint and not disjoint classes. For the rest of
the evaluation we will consider this two-class problem. We evaluate our learned classifier
against two baseline: the random and majority baseline.

Random Baseline:The idea of the random baseline is to randomly choose the target
class of the classifier. As we have a two-class problem we will distribute the pairs equally
over the two classes. This will result in a 50% baseline for accuracy as 50% ef the
examples will be classified i which means that these examples are classified correctly.
The same holds for the class.

Majority Baseline: The majority baseline is determined by taking the largest class as
default classification. This way, we will get a high accuracy if the classes are unequally
distributed. In this case, of course, the majority baseline is much more difficult to beat
than the random baseline. Nevertheless, since in the experiments at hand we only have
to deal with two classesH or —) which are not equally distributed, the majority baseline
should be considered as more realistic than the random baseline.

Classifier settings:In order to be able to classify each pair of classes as being disjoint
(+) or not (), we trained a classifier based on the manual taggings created by human
annotators (see section 3.3.2). The features for the classifier are the confidence values
obtained from various sources as described in section 3.2.

We tested a couple of different classifiers made available by the Weka péckage

Shttp://www.cs.waikato.ac.nz/ml/weka/
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general, decision trees outperformed all other classifiers — maybe, because of the highly
selective character of our features — while the performance of different types of decision
trees was more the less comparable. Therefore, we finally chos&Dheee classifier
[FM99] with default settings for our experiments which shows very good performance
while at the same time providing interpretable results.

First, we performed a 10-fold cross-validation against the majority votes 100% and
50% of the datasetd (ontologists),B (students),C' (all) and £ (random) (cf. table
3.1a). The results for the random dataset are included to show the performance of our
approach for an unbiased datasBtqontains examples chosen randomly from the set of
all possible pairs without any selection criteria). To get the results for dafa@aiblings),
we split dataseC” into two independent parts - one for evaluation and one for training.
The training set for the evaluation with datagetconsists of all manually tagged pairs
except for the siblings.

3.4.2 Results

Table 3.7 and 3.6 list the results of our evaluation experiments by means of Preéigion (
Recall (R), F-Measure ) and Accuracy {cc) (for definitions cf. [WFO05]). From the
tables it becomes evident that we easily beat the baselines for the datdegtserts).B
(students) and”’ in both cases majority vote 50% and 100%. With an accuracy of over
90% the performance of our system for dataSas remarkable, especially in the case

of the total majority vote. These results are comparable with the human inter-annotator
agreement for experts and students — and even better for daté@@19%) in comparison

to the human agreement of 86.4%.

DatasetD, which only contains pairs of siblings, is certainly the most difficult to
handle — for the classifier, but also for the human annotators — because, as explained in
Section 3.3.3 siblings are semantically close, so that differences between their intensions
and extensions may often be hard to grasp. As dafasdtows a relatively low average
agreement compared to the other datasets (cf. table 3.2b)) the classifier seems to have
more difficulties to learn it. This is also expressed by the very bad classification accuracy
with 37% for majority vote 100%.

An investigation of the learned classifier revealed that the very important taxonomic
feature (see Section 3.2.2) is not well populated in the siblings part of the dataset. To
analyse the influence of this feature we constructed a dataset without this feature. As
expected the accuracy for the training dataset drops, whereas for the evaluation set it is
improved considerably from 37.9% to 74.2%. Moreover, the results for the majority vote
50% rise to 76.6% which can be interpreted as an indication to the noise insert by this
feature.

Our approach seems to work very well also for the random dataastwe got a better
accuracy in both cases. The difference to the majority baseline is much smaller than for
A, B, andC' but the baseline of around 90% is very difficult to beat. To conclude, the
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results — not only for the random dataset — are very promising and allow us to setup a
competitive classifier to support ontology engineering.

In order to find out which classification features contributed most to the overall per-
formance of the classifier we performed an analysis of our initial feature set with respect
to the gain ratio measure [Qui93]. The ranking produced for dat& sttarly indicates
an exceptionally good performance of the features taxonomic overlap (Section 3.2.1),
similarity based on WordNet and lexical context (Section 3.2.3), and Del.icio.us (Sec-
tion 3.2.1). The contribution of other features such as the one presented in Section 3.2.4
relying on lexico-syntactic patterns seems to be less substantial. However as the classi-
fication accuracy tested on every single feature is always below the overall performance
the combination of all features is necessary to achieve a very good overall result.

3.5 Related Work

Several ontology learning frameworks have been designed and implemented in the last
decade. The Mo’K workbench [BNCOQ], for instance, basically relies on unsupervised
machine learning methods to induce concept hierarchies from text collections. In partic-
ular, the framework focuses on agglomerative clustering techniques and allows ontology
engineers to easily experiment with different parameters. OntoLT [BOSO03] is an on-
tology learning plug-in for the Prétg ontology editor. It is targeted at end users and
heavily relies on linguistic analysis, i.e. it makes use of the internal structure of noun
phrases to derive ontological knowledge from texts. JATiEEa Proége based unified
platform for ontology learning which allows for inclusion of modules for ontology learn-
ing. The OntoLearn framework [NVCNO4] mainly focuses on the problem of word sense
disambiguation, i.e. of finding the correct sense of a word with respect to a general on-
tology or lexical database. TextToOnto [MSO01] is a framework implementing a variety
of algorithms for diverse ontology learning subtasks. In particular, it implements diverse
relevance measures for term extraction, different algorithms for taxonomy construction as
well as techniques for learning relations between concepts. The recent RelExt approach
[SBO5] focusses on the extraction of triples, i.e. classes connected by a relation. None of
the mentioned approaches deals with disjointness.

3.6 Conclusion and Future Work

Learning of disjointness axioms is an intuitive and useful extension of existing ontology
learning frameworks. We have motivated the need for richter ontologies which include
disjointness axioms and presented an approach consisting of a number methods to ex-
tract expressive feature for learning disjointness from different sources of evidence. In

"http://jatke.opendfki.de/
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a thorough evaluation our learning approach behaved competitive to human annotators.
As a by-product we captured lessons learned from human annotators with respect to their
difficulties when modeling disjointness axioms.

Future work includes a combination with ontology evaluation approaches for richly
axiomatized ontologies such as [Sch05]. Moreover, we want to integrate the novel
methods into the Text20nto [CV05a] framework for ontology learning from texts.
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Chapter 4

Conclusion and Future Work

The work presented in this deliverable adds to the state-of-the-art in ontology learning
by implementing new methods for ontology acquisition from Spanish resources, and the
automatic generation of disjointness axioms.

For the future we will aim at a tighter integration of ontology learning, reasoning
and evaluation by investigating possible applications of learning disjointness to ontology
debugging, and the integration of reasoning into the learning process. We believe that
a combination of semi-automatic means for ontology learning with different ontology
evaluation measures and techniques for inconsistency detection and resolution will greatly
support the process of engineering expressive ontologies in future ontology engineering
environments.

4.1 Acknowledgements

Thanks to Sergi FeAndez Langa his help in implementing the Spanish ontology learning
algorithms — and Nria Casellas for performing the evaluation of Text2Onto in the context
of the Legal Case Study.
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Appendix A

Installation of Text20nto (Spanish)

A.1 License and Availability

Text20nto is published under the GNU Lesser General Public License (LGPL).
Sources and binaries can be obtained frottp://ontoware.org/projects/
text2onto/

A.2 Software Requirements

Java 1.5+

Any Java compatible operating system.

GATE version 3.1

English WordNet version 2.0

Spanish WordNet (license required)

TreeTagger and Spanish parameters

A.3 Installation (Windows)

1. Download Text20nto  from  http://ontoware.org/projects/
text2onto/

2. Unzip file to<T20-DIR > (e.g.c: \text2onto ).
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Install GATE 3.% to <GATE-DIR>.
Copy the TreeTaggé(including the Spanish parameter file)4d T-DIR >.
Install WordNet 2.8to <WN-DIR>.

Copy Spanish WordN&to <T20-DIR >3rdparty \spanishwordnet

N oo g b~ w

Please note that none of the above mentioned directories should have a name which
includes space characters, since this causes problems with the current version of the
Text20nto installer.

8. Make sure that you have installed the latest version of the Java virtual machine
since Text20nto does not work with Java versions prior to 1.5.

9. Run the Text20nto installer by executinginstaller.bat or
<T20-DIR >installer \installer \mylnstall.jar . During the
installation procedure you will be asked to specify the home directories of GATE,
WordNet and the TreeTagger.

10. Starttext2onto.bat

A.4 Graphical User Interface

The graphical user interface of Text20nto is composed of different views for the con-
figuration of the ontology learning process and the presentation of the results (cf. figure
A.l).

On the top left @A) there is a controller view, which can be used to set up an workflow
by selecting appropriate algorithms for the different ontology learning tasks. The user
may choose among a number of pre-defined strategies for combining the results of these
algorithms (see figure A.2).

In the bottom left corner®) the user will find a corpus view, which allows him to set
up a corpus by specifying the text documents the ontology should be extracted from.

The panel on the right{) shows the results of the current ontology learning process.
There are different tabs - one for each type of modeling primitives extracted from the
corpus.

http://gate.ac.uk
2http://www.ims.uni-stuttgart.de/projekte/corplex/TreeTagger/
Shttp://wordnet.princeton.edu/

“http:/lwww.lsi.upc.edu/ ~nlp/web/index.php
Shttp://java.sun.com
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And finally, below the results panel there is a view for debugging output and GUI error

messages. Please note that most of the run-time information generated by Text20nto is
still printed to the command line.

£ Text20nio

Flle Help
U PLHOO
_...I::]

va

Concepts | Subclass-of | Instances | Instance-of || Relations | Similiarity
Algorithms - -
£} ConceptExtraction
P Ny Label Probability
tanceExtraction
ilarityExtraction
nceptClassification
tanceClassification
=4} RelationExtraction

_Ji | ©

Dehi
,j Corpus °bu3 (jErory

®| ®

Figure A.1: GUI

In order to start the ontology learning process, the user can $élleet Runfrom the
main menu or just press the appropriate toolbar button.

Moreover, theFile also allows to start a new ontology learning sesshev), import

an existing ontologyl(nport), export the POM to a concrete KAON or RDFS ontology
(Exporf and exit Text2OntoExit).

Once, an ontology has been extracted from the corpus the different modeling prim-

itives are displayed to the user, who can interact with the POM by giving feedback to
individual learning results (cf. figure A.3).

A maximum degree of traceability is given by the fact that the user can not only view
the change history of any ontology element, but also get a natural language explanation
for all modeling decisions of the system (see figure A.4).
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-J-| %] Algarithms

= %] ConceptExtraction

o e {:; TFIDFConceptExtraction

‘._JEI InstanceExtraction

- [:; ExamplelnstanceExkraction

=2 :£| SirnilarityExtraction
- .::] ConkextSimilarityEsxkr action

A8 ContestExtractionwithoutStopwords
- I:‘i.l ConcephClassificab
- {C} PatternConce
----- L} VerticalRelatic
=oAL WordNetConc
= I_E'] InstanceClassification
----- i_:; ContextInstanceClassification
. i_:; PatternInstanceClassification
5 .EI RelationE:xtraction

. [:; SubcatRelationExkraction

add...

Combiner. ..

sion

Figure A.2: Controller View

A5 API

In addition to the graphical user interface, Text20nto features a java-based API which
provides users and developers with programmatic access to the complete functionality
of the ontology learning framework. This programming interface allows for integrating
Text20nto in other software applications and facilitates the development of new ontology
learning algorithms.

The following example (cf. listing A.1) shows how to set up a simple ontology learn-
ing workflow including one type of concept extraction and different concept classification
algorithms for learning subclass-of relationships. The resulting POM is then transformed
into an OWL ontology.
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Listing A.1: API

Corpus corpus = CorpusFactory.newCorpus( sCorpusDir );
POM pom = POMFactory.newPOM() ;
AlgorithmController ac =

new AlgorithmController( corpus, pom );

I/l concept extraction
ac.addAlgorithm(new TFIDFConceptExtraction() );

/Il concept classification
ComplexAlgorithm conceptClassification =

new ComplexAlgorithm () ;
conceptClassification.setCombinermew AverageCombiner () )
ac.addAlgorithm( conceptClassification );

ac.addAlgorithmTo( conceptClassification ,

new PatternConceptClassification () );
ac.addAlgorithmTo( conceptClassification ,

new VerticalRelationsConceptClassification() );
ac.addAlgorithmTo( conceptClassification ,

new WordNetConceptClassification () );

ac.execute () ;

OntologyWriter writer =new OWLWriter( pom );
writer.write ( new URI( "pom.owl” ) );
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.3: User Feedback
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