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ABSTRACT
The number of users of the world wide web is constantly increas-
ing. However, this also increases the risks. There is the possibility
that other users illegally gain access to a users’ account of social
networks, web shops or other web services. Previous work use
graph-based methods to identify hijacked or compromised accounts.
Most often posts are used in social networks to detect fraudulences.
However, not every compromised account is used to spread pro-
paganda information or phishing attacks. Therefore, we restrict
ourselves to the clickstreams from the accounts. In order to identify
compromised accounts by means of clickstreams, we will also con-
sider a temporal aspect, since the preferences of a user change over
time. We choose a hybrid approach consisting of methods from
subsymbolic and symbolic AI to detect fraudulences in clickstreams.
We will also take into account the experience of domain experts.
Our approach can also be used to identify not only compromised
accounts but also shared accounts on instance streaming sites.

CCS CONCEPTS
• Information systems → Web log analysis; • Security and
privacy → Intrusion/anomaly detection and malware mit-
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Mathematics of computing → Probabilistic representations;
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1 PROBLEM
The Internet serves as a worldwide interconnection of individual
networks. The number of users participating in this network in-
creased since its beginning in 1994. Currently, 4,157 million users
are estimated to use the world wide web1. At the same time are the
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number of users in social networks2 such as Facebook and Twitter
increasing, as is the number of digital buyers3 in web shops such
as Amazon and Alibaba. All these networks have in common that
users have to login to use the application in full. These accounts
are in particular interested for hackers. Hackers try to gain unno-
ticed access to the users’ accounts in order to use them for their
criminal activities. These hijacked accounts are among others used
for phishing attacks, cyber crime-related scams, spam campaigns
and spreading propaganda information.

However, there is also a preliminary stage, even before hijacked
accounts, namely compromised accounts. Compromised accounts
are those accounts whose passwords are unnoticedly available to
others, so that these people can gain access to the account unno-
ticed. In this case, the hackers often just try to gather as much
information as possible and log out, without posting or to inflict
further harm. Often the affected users are not aware of the fact that
their account has been compromised. Therefore are indicators and
measures needed to identify compromised accounts or abnormally
movements of users. Methods that evaluate the users’ postings to
determine a compromise are unsuitable for this use case. Current
approaches like sending emails when logging in from unknown
clients, like Facebook or Google does, are only of limited use. Users
are annoyed by those emails or remain unnoticed in the inbox.

A related use case, which is similar, is the detection of shared
accounts. Often are users sharing their accounts so that two or
more persons use the same account. On the one hand, provider of
web solutions may not be interested in users sharing their accounts
with others, but on the other hand, it might be interesting for
those providers to identify the currently browsing person and make
targeted advertising or recommendations. This way, you could
advertise or recommend on the basis of the person who is currently
using the account and not on the basis of the account itself. For
example, when using a family Amazon account you could try to
identify and address the person yourself. Figure 1 summarizes the
two possible use cases.

2 STATE OF THE ART
Within this work, three topics are dealt with. These are fraud and
anomaly detection, web log analysis and to a small extent data
modeling and reasoning. In the following we will show how current
research is dealing with these topics.

In the area of socially compromised accounts, the posts of the
users are often analyzed to detect changes of content, as a com-
promise indication [8]. Most work investigates behavioral changes.
Thereby statistical methods are used to recognize these. Bayesian

2https://www.statista.com/statistics/278414/number-of-worldwide-social-network-users/,
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Figure 1: Two use cases can be tackled with this work. Use
Case A: Identification of a shared account person. Use Case
B: Detection of a compromised account.

models are used to identify anomalies in graphs at discrete times [11].
Hereby, the network structure of the social network is exploited.
Similarity analysis is also used to detect compromises in individ-
ual accounts [7]. In contrast to fraud detection in social networks,
similar methods are used to detect anomalies in online advertis-
ing. Providers of an Internet platform receive a commission for
each successful click on an advertisement. The providers try to
increase their commission by fraudulent clicks in these so-called
pay-per-click models. Subject of the research was to identify these
fraudulent clicks [27]. Here, however, the focus is on identifying
duplicates rather than a sequence of clicks. Association rules are
also used for fraud detection in advertising networks [13]. Just as in
social networks, graph-based methods are used to detect anomalies
in graph-based data. A few works often use two techniques [17]. On
the one hand a technique to identify regularities in graphs to iden-
tify the normality. And secondly, techniques to identify anomalies,
i. e. deviations from the standard.

Fraud detection is also subject in identifying anomalies in UNIX
commands. Hereby, sequences of commands of users are compared
by using similarity measures to the profile of an user’s command
sequence [12]. Other techniques on the server side use text mining
methods for intrusion detection [2]. Another technique is the use
of Neural Networks for intrusion detection. This is called NNID
(Neural Network Intrusion Detector) [22]. Here, the presumption is
that each user leaves a fingerprint on the server, which is basically
the same assumption as we do, but ours is based on clickstreams. A
Neural Network is used to learn the print and identify users, based
on these prints. If a user’s behavior does not match to his print, then
his account is classified as a possible security breech. Surveys pro-
vide a comprehensive overview of anomaly and intrusion detection
systems. In addition, trends are discussed [21, 24].

Besides the identification of anomalies of a user in social net-
works or on servers, fraud detection was often used in the financial
sector. Many works use neural networks for fraud detection. Some
of them operate in online systems [6]. Besides this, data mining
techniques and neural network algorithms were combined success-
fully to obtain a high fraud coverage, combined with a low false
alarm rate [4]. Within these works, the time aspect in financial
fraud detection is always considered [10]. Surveys in the field of

financial fraud detection summarizes applied methods from the
past [5, 26]. The surveys shows that mining algorithms, statisti-
cal tests, regression analysis, neural networks, decision trees and
Bayesian networks are used for fraud detection. Moreover, the sur-
veys show that in general, the detecting effect and accuracy of
neural networks are superior to regression model.

As seen, clickstreams to identify compromised accounts has not
been subject matter of research. However, web logs have been ana-
lyzed for various reasons. AltaVista Search Engine query logs had
been analyzed. Hereby, correlation analysis were used to analyze
log entries and studying the interaction of terms within queries [25].
A further analysis of transaction logs of a korean web search en-
gine (NAVER) shows that user’s behave in a simple way [20]. Other
work uses unsupervised algorithms to cluster users, based on online
transaction data from an university. In addition, filters and combi-
nations had been presented [9]. Matrix clustering was successfully
implemented for representing relationships between pages and
users in a binary matrix from Web access logs. The page clusters
extracted by matrix clustering can be applied to web access predic-
tion [19]. An overview of about 10 years of research on log analysis
had been presented in surveys [3].

To a small extent, we will use methods of logic and modeling.
Organizations analyze such data to evaluate the effectiveness of
their campaigns and applications [14]. Further papers focuses to use
the web data for fuzzy approximate reasoning for recommendation
systems [16]. Dynamic multinomial probit model of clickstreams
are used as model for predicting and categorizing clickstream paths.
It has been shown that this technique outperforms traditional first-
order Markov models [15]. Besides considering only clickstreams,
further features are taken into account like e.g. recommendation
lists, ratings, styles and tags. Considering additional features shows
a significant impact, however both, positive and negative [18]. Other
work identified typical and atypical sessions in clickstreams. The
outliers can be identified with different distance measures such
as the Mahalanobis distance in the user session space. The results
demonstrate that identifying typical and atypical user sessions is
extremely valuable for cleaning "noisy" user session data for in-
creased accuracy in evaluating user experience [23]. Semantic user
models are also the subject of research. Words can be extracted from
the user’s session and disambiguate with words from Wordnet or
other lexicons. By means of similarity measurements, the semantic
vector spaces can then be classified [1].

3 PROPOSED APPROACH
The overall goal of this work is to detect compromised user accounts
based on clickstream data. Currently, there is very few research
made in the area of detecting compromised user accounts. Mostly,
the work focuses on detecting hijacked social accounts or the in-
trusion on web servers. Moreover, the amount of work considering
clickstream data to detect compromised accounts is even less. Ex-
isting approaches mostly uses graph-based methods to identify
hijacked accounts. However, we assume that the clickstreams of
a compromised account differ from the clickstreams made before
the compromising of the account. The hacker, which has gained
access to the account, traverses and behaves differently than the
actual user. These produced clickstreams therefore differ from the



Figure 2: Agile approach for the underlying work.

ones before and can be considered as anomalies. Besides detecting
compromised accounts, we will detect if the account is a shared ac-
count and if so, the current person using the account. Knowing the
person, using the account, allows for personalized advertisements,
even in a shared account manner. For this purpose we will also
use clickstream data. However, we also have to consider the user’s
preferences over time, as they can change. Only in this way can we
identify unforeseen things and determine whether the preferences
are too different. Accounts whose preferences change abruptly or
do not match are marked as conspicuous.

Throughout the entire work, we use an agile approach to obtain
initial results as quickly as possible in order to gain initial insights
and use this to adapt the methods and improve the models. We hope
that this approach will produce good results as soon as possible and
reject erroneous hypotheses as soon as possible. Figure 2 shows an
high level overview of the agile process and the single steps.

The first step in the approach is to raise research questions
and provide appropriate contributions to each research question.
Based on the motivation and problem statements we identified the
following research Questions:
RQ1 How can we identify compromised user accounts, based on

a user’s clickstreams and taking into account a temporal
aspect?

RQ2 How many clicks and background knowledge about the user
do we need in order to be able to give a sufficient confidence
about the compromising.

RQ3 Does our approach work for every clickstream data or is it
limited to a certain domain?

The first research questions tackles the aspect of identifying
fraudulences in a user’s account. The methods we can use for these
and the following research questions will be explained in more
detail in the next section. The second research questions is about
providing a confidence for the predictions made by RQ1. More
clicks and background knowledge about the user probably leads to
an improved confidence of the prediction. The question is, however,

how many clicks and background knowledge are needed to get a
certain confidence. In addition, the question of which methods are
suitable when this critical amount of information is not available to
make a statement with a certain confidence is also of interest. The
last research questions tackles the applicability of our approach
regarding its suitability for certain domains. Here we will exam-
ine whether the clickstreams of the different scenarios differ and
whether our approach is limited to a specific use case. For each
research question will corresponding contributions be provided.
After we have sharpened the research questions, we have to identify
the relevant literature in the next step. We have already taken a first
step here (see section 2 - State of the art). However, other research
ideas and applications of methods can lead to further search for
relevant literature. This step will therefore be carried out in parallel
with the method selection.

In order to evaluate the methods and the approach, data sets are
required. Preferably, the selected methods are not tested on a single
data set, but on several. Existing datasets such as RecSys Challenge
20154 and Yandex5 all have in common that although they contain
clickstreams in different forms, it is unknown whether they contain
fraud clicks or not. This means that it is not possible to quantify how
good our methods actually are. However, as mentioned in section 2 -
State of the art, the topic is related to fraud detection in the financial
sector. Therefore, we could consider using financial data sets. There
are synthetic data like banksim6 and paysim7 available. Therefore,
we could take into account to adapt the synthetic financial data sets
and considering each financial transaction as a click and subsequent
transactions as a clickstream. The transferred amount of money
could be considered as the duration on a webpage. The advantage
here would be that labeled data would be available. This would
facilitate the evaluation, because by comparing with the correct
classification it can be determined exactly whether the chosen
methods and approach are advantageous to recognize fraudulences
in a data set. As a last option, we could create our own data set. Test
persons could traverse on server-own systems and thus generate
data sets including fraudulences.

Once we have selected one or more data sets, we can select
appropriate methods and use them to identify compromised or
shared accounts. We will distinguish ourselves from existing meth-
ods by using a semantic and structure-based analysis instead of a
graph-based analysis. We will go into more detail on the selection
of methods and evaluation criteria in section 4 - Methodology.

We will continue to implement the agile approach until our
chosen methods outperform existing approaches. In the end of
the work we will draw conclusions based on the evaluations and
experiences, gained during the research. The insights and selected,
and possibly extended, methods are described and summarized.
Research questions that have been asked at the beginning of the
work are answered with the help of the insights. In addition, our
work is embedded in the existing research environment to bring the
work into a context. This ensures, on the one hand, that the work is

4http://recsys.yoochoose.net/challenge.html, last access: 23rd February 2018
5https://www.kaggle.com/c/yandex-personalized-web-search-challenge/data, last ac-
cess: 23rd February 2018
6https://www.kaggle.com/ntnu-testimon/banksim1/data, last access: 23rd February
2018
7https://www.kaggle.com/ntnu-testimon/paysim1, last access: 23rd February 2018
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again delimited from existing ones, synergies with other areas are
identified and possible applications in other areas are presented.

4 METHODOLOGY
For the present work we use methods from quantitative research.
We use a hybrid approach to identify fraudulences. With the help of
machine learning methods, we can quickly identify abnormalities
and interrelationships. With this information we can build up a
knowledge base to use this knowledge to identify compromised
and shared accounts. In addition, we will enrich the knowledge
base with practical knowledge. These two methods, build the base
of our hybrid approach. We will explain in the following available
methods of subsymbolic AI in more detail and then discuss the
possible methods of symbolic AI.

As already mentioned, the identification of fraudulences is pre-
dominantly a binary classification problem. A variety of methods
of subsymbolic AI are available to us for this purpose. First of all,
we have to transform the clickstreams into a corresponding model.
For this we can use methods from the field of Text Mining like e.
g. a co-occurrence matrix, term-frequency matrix, calculate tfidf
to identify the relevance of a click or use Doc2Vec. All of these
methods have in common that they produce a numerical vector
representation of the sessions or clicks. A numerical representation
is recommended for further processing, as it allows us to use ele-
mentary algebra and geometry instruments for further processing.
A further approach to determine a numerical representation is the
use of Latent Semantic Analysis (LSA). We will consider including
and identifying semantic information in clickstreams. LSA is used
very successfully in the area of Natural Language Processing (NLP).
We have already made first attempts to apply LSA to clickstreams.

Besides the appropriate representation of clickstreams, the selec-
tion of suitable methods is also crucial. Support Vector machines,
Bayesian networks or artificial neural networks could be used. The
methods have in common, however, that they consider the data stat-
ically and do not take any temporal aspect into account8. This has
to be taken into account, when representing clickstreams as well as
when selecting models, since the preferences of a user can change
over time and these clicks should not be considered as fraudulences.
Therefore, both the model has to be adapted over time and the
temporal component has to be taken into account. Methods may
need to be adapted to take this into account. For RQ2, statistical
methods are used to validate the prediction, on the one hand, to put
the prediction in context with probabilities and thus to determine
the quality of the prediction, and on the other hand to justify its
applicability.

So far, we have only listed methods of supervised learning. How-
ever, unsupervised learning methods can also be used. This could
be particularly advantageous if little is known about an user. By
means of Nearest Neighbor or k-means clustering the user can be
assigned to the most similar set. However, if the density of the
cluster changes very much as a result of the assignment, it can be
assumed that this user contains fraudulences, since the assignment
is unfavorable.

The above methods highlight the application of subsymbolic
AI. However, as already mentioned above, we choose a hybrid

8Except for some NN like recurrent neural networks

use of subsymbolic and symbolic AI. We would like to make the
findings from the abovemethods available in a knowledge base. This
knowledge base is enriched with methods from the field of symbolic
AI. Here we want to make it possible to enrich the knowledge of
machine learning with practical knowledge by domain experts. We
hope that the hybrid approach will enable us to achieve a higher
level of meaningfulness. One difficulty here is to find a suitable
representation of both, the insights of machine learning and of
practical knowledge and to model them accordingly. We also need
to consider a temporal aspect when modeling knowledge. Similarly,
the opinions and experience of different domain experts must also
be taken into account in the modeling process. Different experts
may have different experiences with compromised accounts and
provide different experiences.

When selecting the evaluation criteria, it should be noted that
in our case it is predominantly a binary classification problem.
When identifying the person of a shared account, there could be
several classes. In addition, it can be assumed that the considered
data sets are very unbalanced. This means that there are a lot of
sessions in the clickstream data sets in a certain class. In our case,
the extent of sessions that are not compromised or shared will be
greatly increased. For unbalanced data, Area under the Curve (ROC
AUC) is recommended as evaluation criterion. ROC AUC is not
reflected by data imbalance. ROC AUC computes the area under
the receiver operating characteristic curve, which illustrates the
true positive rate (TPR) against the false positive rate (FPR). The
fact of ROC AUC being insensitive to class balance makes this
evaluation criterion very suitable for our case. In order to compare
our methodology and approach with existing methods, we will
apply existing methods to the data sets in order to compare them
with our methods. In the implementation of existing methods and
the subsequent comparisons, the data set and the different methods
must always be taken into account. Existing methods often use
graph-based methods to identify compromised accounts. These
graphs may not be available to us.

5 RESULTS
Currently, the work is in an early stage. The approach of the work
was clearly written down, the first related works were identified and
possible methods of application were presented. However, during
the work the overview of the related work will be enlarged.

Initial work was done to enable a semantic representation of
clickstreams. The RecSys Challenge 20159 dataset was used for this.
The data was represented as a session item matrix. Thus we have
created an embedding for each item and session respectively. LSA
was then applied to it. LSA allows for representing a session-item
matrix A as the product of three matrices: A = U · Σ ·VT . HereU
represents the items and VT the sessions. With this representation,
the items could be assigned to the correct category with a high
degree of accuracy. We used Support Vector Machines (SVM) to
classify the items in their categories. The assignment to the category
was used because this information was available. It was not possible
to assign the sessions to users, since no information was known
about them. A similarity analysis would have been possible, but
could not have been compared with a gold standard. We showed

9http://recsys.yoochoose.net/challenge.html, last access: 23rd February 2018
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in this work that LSA is applicable to assign items to their correct
category, based on the clickstreams of users. With the help of LSA
we exploited the semantics of the clickstreams. In addition we tried
to rebuild the taxonomy of the product category by exploiting
the semantics in the clickstreams. However, we did not have the
taxonomy available. We build it based on the information of shared
items for each category. This work helped as a first step for session
modeling in clickstreams.

6 CONCLUSIONS AND FUTUREWORK
The main goal of this work is to identify fraudulences and shared
user accounts, based on clickstream data. One aspect, besides the
identification of fraudulences, is the amount of information, needed
to make meaningful predictions. Another aspect that is tackled
during this work is the applicability of our approach to different
domains. The approach should be abstract enough to be applicable
to different clickstream data like e.g. social networks, web shops
and web solutions. Most of the related work focus on graph-based
solutions to identify hijacked accounts. We will focus on compro-
mised accounts and use clickstream data with respect to a temporal
aspect.

We use a hybrid approach, consisting of methods from subsym-
bolic and symbolic AI. Thus methods from data representation and
machine learning are used, as well as logic-based methods. Insights
gained from machine learning algorithms and practical knowledge
from domain experts are considered in our approach. We hope that
this will lead to improved results. Future work includes to identify
one or more suitable data sets. The currently available data sets
do not fulfill all specified requirements. We are currently consider-
ing using one of the synthetic financial data sets as a clickstream
dataset, since it contains labeled data. This makes the evaluation
credible, rather than data sets that are not known to contain fraudu-
lences. It is important to note that the data set should have different
sessions for one user in order to consider the change of preference
for one user over time. Besides choosing appropriate data sets for
the evaluation, a suitable model for the knowledge base has to be
considered. Since we want to store the information in a knowledge
base and enrich it with practical knowledge, we need to provide a
data model that makes both possible. In addition, this data model
must be able to deal with vague and contradictory practical knowl-
edge and allow for a change over time. We can then convert the data
into the appropriate data model and apply the selected methods to
it. Due to the agile approach we will quickly adapt the results of
the first experiments to reflect back the data model as well as the
methods used. At the end of the work, we will collect the gained
knowledge and thus answer the research questions.
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